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Objectives

 As artificial intelligence (AI) becomes increasingly integral to various sectors of the global economy, the
imperative to establish effective governance and regulatory frameworks has never been more pressing.
Governments around the world are striving to navigate the complex landscape of AI regulation, balancing
the promotion of innovation with the protection from potential risks while maintaining ethical integrity. This
panel aims to provide a comprehensive analysis of diverse approaches to AI governance and regulation,
with a focus on strategies adopted by emerging economies.

Research Question

How do emerging economies navigate the balance between innovation and regulation in AI governance,
and what role do regulatory frameworks from major jurisdictions (EU, US, China) play in shaping their
approaches?

Literature Review

Recent scholarship has revealed a complex landscape of AI governance dominated by three distinct
regulatory approaches. These approaches reflect fundamentally different philosophies: China's state-driven
development model, the US's market-driven approach, and the EU's rights-driven framework (Bradford,
2023). This panel is interested in how these jurisdictions compete not only for technological dominance but
also for regulatory supremacy, seeking to project their models globally (Smuha, 2021).

The concept of regulatory influence is particularly evident in what has been termed the "Brussels Effect,"
whereby the EU's market power enables it to set de facto global standards (Bradford, 2012, 2020). In the
realm of digital governance, this phenomenon is exemplified by the GDPR's impact on global data
protection standards (Mahieu et al., 2021). However, AI's rapid evolution and geopolitical significance
complicate the establishment of uniform global standards (Almada & Radu, 2024). Parallel to this, research
identifies an emerging "Beijing Effect," where China's regulatory framework, emphasizing pro-growth and
developmental priorities, particularly influences emerging economies (Erie & Streinz, 2021; Migliorini, 2024).

This panel aims to address a critical gap in current discussions of AI governance by bringing together
experts studying how emerging economies develop hybrid regulatory models(Chan et al., 2024; Migliorini &
Neuwirth, 2023; Papyshev & Yarime, 2023). While most academic discussions on AI governance focus on
the EU, US, and China’s approaches, our panel will be especially interested in examining how other
countries navigate between these established frameworks while developing context-specific approaches.

Scientific Relevance

This panel will adopt a comparative analysis approach, examining case studies from various emerging
economies to understand their unique regulatory challenges and opportunities. This panel will contribute to
the academic discussions by shedding light on the under-explored area of AI regulation in emerging
economies. It aims to generate comprehensive insights into the dynamic interplay between national
priorities and international standards, ultimately informing policymakers and stakeholders engaged in
crafting effective AI governance frameworks.

Through interdisciplinary dialogue, this panel aspires to enhance our understanding of the multifaceted
landscape of AI governance and its implications for global cooperation and innovation.

CALL FOR PAPERS

We invite scholars, policymakers, and practitioners to submit papers that explore the diverse approaches to



AI governance and regulation from various perspectives. Submissions may focus on a single jurisdiction,
offer comparative analyses across multiple countries, or examine the impact of international initiatives on
national frameworks. We welcome a broad range of methodologies, including legal analysis, qualitative
studies, computational social science approaches, and economics-based research. Contributions should
aim to uncover the unique challenges and opportunities different jurisdictions face in developing their AI
regulatory frameworks, with particular interest in strategies adopted by emerging economies and the
influence of international frameworks on national governance strategies.
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Thursday, July 3rd 10:15 to 12:15 (D7)

AI Regulation in Brazil: Ideas in Motion

Rodrigo Brandao de Andrade e Silva (NIC.br)

Bruno Fonseca (Universidade de São Paulo)

Beatriz Segur (Universidade de São Paulo)

(Virtual) Estimating GHG Emissions from Cloud Computing: Sources of Inaccuracy,
Opportunities and Challenges in Location-based and Use-based Approaches

Ian Varela Soares (Hong Kong University of Science and Technology)

Masaru Yarime (The Hong Kong University of Science and Technology)

Towards Green and Sustainable AI: A Comparative Study of the EU and China’s AI Energy
Consumption Frameworks

Wayne Wang (University of Hong Kong & Fundação Getulio Vargas)

Legal Liability for Unavoidable AI Harm Should Depend on Explainability

Gleb Papyshev (The Hong Kong University of Science and Technology)

Keith Jin Deng Chan (The Hong Kong University of Science and Technology)

Sara Migliorini (University of Macau)

(Virtual) Democratic AI Governance, Authoritarian AI Governance? Comparing Artificial
Intelligence Strategies in Vietnam, Thailand, and Indonesia

Martin Haenig (City University of Hong Kong)
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